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Smart Brain with Advanced Analytics

Opportunities and challenges
Global sensors;
Real-time dynamic data;
Connection and integration.

Big Data
Data Analytics is needed for what if;
Big Data to support complex decision making.

Complexity of interconnected systems
Most decision/OR tools require restrictive
assumptions/approximations;
While simulation can handle complex systems, computation
efficiency is still a concern.
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Current Paradigms & Proposed Approach

Basic Idea: We need to make simulation optimization quicker.

Fast performance estimation → Multi-Fidelity Estimation.

Effective sampling techniques → Ordinal Transformation and
Mixed Model Sampling
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Performance evaluation for manufacturing systems

Analytical Models

Queuing models
(Perros,1989; Onvural,1990)

Flow models (Tan,
2013;Levantesi, Matta,
Tolio, 2003)

Markov chain models
(Dallery and Gershwin,
1992; Li and Meerkov, 2003)

Simulation Models

Extreme Flexibility (Law and
Kelton 2011);

Strong statistical support for
analysis of output (Glynn et
al. 2016);

Discrete Event and System
dynamics are among the
most common (Banks et al.
2010).

Analytical models are usually fast to execute;

AM link input with output “explicitly”;

simulation models do not require assumptions.
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System Description

Remarks:
1 All machines operate/fail independently.
2 Block before service.
3 There exists a relationship between the processing rate

(ck = 1/τk) and failure rate (pk): for machine k, pk = f (ck),
where f is a piecewise linear function with ` pieces and αk,` as
proportionality constant.
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Problem Formulation

Objective

Develop a model to evaluate the production rate of the given
serial production line with:
high accuracy and low computational cost.

We want a fast estimation procedure on production rate for
perspective system control.

In order to achieve our objective we want to use both analytical as
well as simulation models.
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Analytical Model

Two-machine-one-buffer lines

Building block

Modeling into a continuous time discrete state Markov chain,
with states defined as a combination of machine status and
buffer level.
A closed-form equation is obtainable to express the system
production rate in terms of system parameters.

θ̂ = F (c1, c2, p1, p2, r1, r2)

The analytical model assumes a simple linear relationship
between the processing and failure rates pk = 1/αk(ck).
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Analytical Model

General serial production lines
No closed-form formula and state aggregation approximation
approach is applied.
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Creating simulation Models at several fidelities

In principle there are several ways we can control the precision
(fidelity) of the simulation model against the computational effort:

We assume increasing computational time implies increased
model precision (A1);

An high fidelity simulator is available able to return the true
response (A2);

Aggregation and disaggregation can be adopted to reduce the
complexity of the DES model;

Given the DES model, we can reduce the simulation run
length and/or the number of simulation replications.

We developed an Arena DES and decided to adopt the run length
approach to regulate the fidelity of the simulator.

ASU Pedrielli, Ju SMMSO 2017, Acaya (Italy) June 5th, 2017 11 / 20



Introduction Background & Motivation Methodology Numerical Results Summary

Multi-Level Estimation

When multiple-fidelities are available we are given a chance to
increase the precision of the estimator by using all the available
models.

Use Gaussian processes to predict unsampled points;

Use control variates framework to construct an unbiased
estimator of the response;

For every model, compute the optimal weight given the
sampled locations.

Assuming Gaussian processes for the responses, we can have an
analytical form for the MSE, this is essential to assign optimal

weights to the models.
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Estimation with Gaussian Processes

Each model produces a response of the type:

θ (xxx) = θk (xxx) + Bk (xxx) + ε (xxx)

We model Bk (xxx) ∼ GP
(
µk (xxx) , τ2Bk

RRRBk

)
.

The proposed estimator will be of the form:

θ̂MF (xxx) =
J∑

k=1

wk,LF θ̂k (xxx)

The weights will be computed as to:

www∗ ∈ arg minVar
(
θ̂ (xxx)

)
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Estimation with Gaussian Processes (cont’d)

M1,2 considers only the results from the analytical model and
uses the bias BLF ,a(s) (xxx) |xxx of sample points xxx :

θ̂HF (xxx) = θLF ,a(s) (xxx) + BLF ,a(s) (xxx) ;

M3 uses a weighted average of the two gaussian processes
BLF ,a (xxx) |xxx ,BLF ,s (xxx) |xxx with wa = 1

2 : θ̂HF (xxx) =
wa

(
θLF ,a (xxx) + BLF ,a (xxx)

)
+ (1− wa)

(
θLF ,s (xxx) + BLF ,s (xxx)

)
.

M4 uses the same principle as M3, but a enhanced estimate
through control variates:

θ̂HF (xxx) = θ̄HF (xxx) + β∗ (xxx)

θ̂LF ,s (xxx)− E
[
θ̂LF ,s (xxx)

]
θ̂LF ,a (xxx)− E

[
θ̂LF ,a (xxx)

]
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Multi-level Estimation: control variates

θ̂LFk is the estimation of the high fidelity response returned
from the low fidelity model. We need a very low number of
high fidelity simulation n0 to estimate this;

Conditional on the location xxx , we consider

ϑLFk |xxx ∼ N
(
µLFk ,

[
σLFk

]2)
;

We can generate a large number of low fidelity estimates of
the high fidelity model with
n0,N

HF > n0,∆
LF
k = (1 + γk)NHF :

n0 is used to create the low fidelity generator;
NHF is used to generate the high-fidelity estimate;
∆LF

k are bootstrapped observations from the low fidelity
generator.
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Multi-level Estimation: control variates

MLMF estimator:

θ̂ = θ̂HF + βT

θ̂LF1 − E
[
θ̂LF1

]
θ̂LF2 − E

[
θ̂LF2

]
Variance of the estimator:

Var
(
θ̂
)

= 1
NHF Var

(
θ̂HF

)
+
∑

k

[
β2
kγk

(1+γk )(NHF−n0)
Var(ϑLFk )

]
+2
∑

k

[
βkγk

(1+γk )(NHF−n0)
ρHL

√(
Var

(
θ̂HF

)
Var(ϑLFk )

)]
Minimum variance weight:

β∗k = −ρHL

√
Var

(
θ̂HF

)
√
Var(ϑLFk )
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Experimental Settings

1 For HF , replication number= 50, length per replication
=5000; for M2, replication number = 5, length per
replication = 500, 750, and 1000 for three experiments;

2 Set the parameters for the system,
M = 3,N1 = 3,N2 = 2,R1 = 0.55,R2 = 0.56,R3 = 0.55;
P1 = 0.1 + 0.04c1, P2 = 0.15 + 0.03c2, P3 = 0.1 + 0.05c3.

3 Generate 50 sets of capacity speed triples, with speed in range
(0.5, 1). Predict for model M1,M2, and HF .

4 Calculate the bias and train model M3 and M4, and then
generate 10, 000 prediction points from each model.

5 Randomly select 3, 000 points from the 10, 000 prediction
points, run high fidelity simulations and measure accuracy
with:

δmodel =
|θ̂M − θHF |

θHF
× 100%

where θ̂HF denotes the estimate from a prediction model and θHF

denotes the production rate generated from the high fidelity
simulation. The mean and the standard deviation of δmodel are
calculated.
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Results & Discussion

Table 1: Summary for the performance of different prediction models

δmodel
length=500 length=750 length=1000

Mean STD Mean STD Mean STD

M1 0.2095 0.0952 0.2095 0.0952 0.2095 0.0952

M2 0.1992 0.1217 0.2024 0.1257 0.2034 0.1231

M3 0.2506 1.4226 0.2585 1.4465 0.2446 0.6569

M4 0.1117 0.0825 0.1101 0.0818 0.1125 0.0833

HF 0.2075 0.1409 0.2075 0.1409 0.2075 0.1409

1 The combined bias model M4 yields the best result.
2 There is no significant difference when increasing the per

replication length of the low fidelity simulation.
3 The uniform weight model M3 does not provide satisfactory

results!
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Conclusions & Future Work

Conclusions

It is possible to improve the quality of the estimations
combining models of different fidelities;

Gaussian Processes show a good performance even with the
naive estimator;

Weighting the models has to be performed in a clever way and
uniform weighting can lead to poor results.

Future Work

Extend to the optimization phase;

Explore different models from Gaussian Process;

Sampling in different fidelities means to solve a dynamic
allocation process (γ∗k).
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Thank You

Dr. Giulia Pedrielli,
giulia.pedrielli@asu.edu

Dr. Feng Ju, fengju@asu.edu .
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